Experiment Hypothesis

The proposed experiment aims to test whether or not providing drivers with “soft-safety” alerts will influence driver behaviors under the targeted scenarios, and has the potential to reduce the number of crashes or the probability of a crash at the end-of-queue or curve locations.  Since crashes are relatively rare events, this hypothesis cannot be directly tested without both a high market penetration of soft-safety devices and a fairly long study, and thus, surrogate measures of safety must be examined.  Simply put, the hypothesis of the proposed experiment is that providing drivers with “soft-safety” alerts will alter their driving behavior in some observable way that may allow us to infer a reduced risk of being involved in end-of-queue or run-off-the-road crash.

For the end-of-queue scenario, our hypothesis is that we will find behavioral changes in the driver’s deceleration and vehicle following profiles.  If the soft-safety alert has a positive effect, we should observe a “smoother” approach to the end of queue.  The driver deceleration effect could manifest itself through earlier braking or more gradual deceleration rates.  The vehicle following behavior effect may result in longer inter-vehicle time gaps being maintained up to the end of queue or increases in the distribution of the minimum TTC (Time To Collision) metric.  For the curve over-speed scenario, a positive effect would be a reduction of vehicle speed upon entering the curve.

Experiment Statistical Design
Any study focused on driving behavior is essentially a study of drivers and, thus, a study of human behavior.  From a statistical point of view, it must be recognized that all responses gathered from a single individual are inherently highly correlated and cannot be treated as independent.  Unless one is only gathering a single data point from each participant, experimental design involving the gathering of multiple data points from each participant must use a repeated measures design.

The repeated measures design distinguishes between two kinds of factors, between-subject factors and within-subject factors.  A between-subject factor is anything that is tested between groups of participants.  Thus, if one group of participants was given a warning, and a second group of participants was not given a warning, the warning would be a between-subjects factor.  Conversely, if all participants were given a test where they saw conditions both with and without a warning, then the presence or absence of the warning would be a within-subjects factor.  One advantage to using a repeated measures design is the ability to utilize within-subjects factors.  When analyzing a within-subjects effect, each participant is essentially acting as his or her own control, reducing variability, and allowing the experiment to be conducted more efficiently (using fewer participants).  To answer the study questions previously discussed in the hypothesis section, we propose to use a repeated measures design with one between-subjects factor, participant gender, and one within-subjects factor, the presence or absence of the “soft-safety” alert.

In most driving behavior experiments, between subjects factors typically represent human population differences such as age (or experience) and gender.  Age is often used as a factor because there can be both maturity and driving experience influences when dealing with very young drivers (under 18), and there can be general performance decreases that are typically associated with older drivers (over 65).  However, since the Networked Traveler “soft-safety” alert is really targeted commuters who are likely to encounter these types of alerts on a daily basis, we are not including age as a factor in the experimental design. Although we do not anticipate any gender effect, we plan to recruit equal numbers of males and females to participate in the study, and thus, we can include gender as a between-subjects factor. 

Sample Size

In the human factors literature on experiments evaluating human behavior for within-subjects factors by repeated measures design, the sample size usually ranges from 16 to 32 participants. This range emerges from a  set of statistical methods known as a priori power calculations.  Sample size is determined as a function of experimental design, desired level of significance ((), and required power (1 - ().
  In this calculation, ( (usually set to .05) is the prescribed tolerance for false alarms or Type I errors, i.e., the probability that one will reject the null hypothesis when the null hypothesis is actually true.  Conversely, ( (usually set between .05 and .20) is the prescribed tolerance for missed detections or Type II errors, i.e., the probability that one will accept the null hypothesis when the null hypothesis is actually false.

In order to perform a sample size calculation for the proposed experiment, we used the G*Power3 software package since it can perform a power calculation for a within-subjects effect in a repeated measures design.
  Once the proper statistical model was selected, the software package required estimates for a number of different parameters related to the both the experimental design and expected outcome of the data.  First, the software required an estimate of the number of between-subjects groups (2 in our proposed design, male and female) and the number of measurements expected per participant per treatment.  For the number of expected measurements per treatment, we estimated that driver would typically receive around 4 alerts per day. This number is supported by our current experimental data. The study would last in total, two weeks, resulting in approximately 5 days per treatment.  Each driver goes through 5 working days without alerts and 5 working days with alerts. Thus, we expect the average driver would see 20 trials per treatment.  Other required parameters such as estimates of correlation among repeated measures and nonsphericity corrections were left at their default values.

Finally, and most importantly, in order to determine a minimum number of participants, all power calculations require an estimate of the size of the effect in comparison to the size of the error.  In the G*Power3 software this could be entered using a Partial (2 statistic which could be calculated if you already have a set of pilot data to analyze; otherwise, it can be estimated using a Cohen’s ( statistic.  Figure 1 was generated in G*Power3 showing the relationship between the required number of participants and the estimated size of the within-subjects effect.  
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Figure 1.  Required number of participants as a function of effect size.

In order to interpret Figure 1 which suggests that anywhere between 6 and 80 participants may be required, a reasonable value for the expected Cohen’s ( must be determined.  Cohen’s ( has been conventionally defined as 0.1, 0.25, and 0.4 for small, medium, and large effects, respectively2, and the statistic is defined by the following formula: 

(2 = R2 / (1 – R2)

Typically when using the Cohen’s ( approach, social science researchers select a medium sized effect as their basis for a priori power calculations.  Based on the formula above, a medium sized effect would correspond to a resulting R2 of .06, indicating that the effect explained approximately 6 percent of the overall variance in the data.  Thus, from the graph above, in order to be reasonably confident that the experiment will be able to find a medium-sized effect for the presence or absence of a “soft-safety” alert, a minimum of 14 participants must be tested. 

To be consistent with the human factors literature, and to stay on the safe side in our experimental design, i.e., detect medium size effects leaning to the smaller side, we propose to recruit up to 24 subjects. We also note, that with a larger subject pool, as might be possible if the UMTRI vehicles and more time were to become available, we would be able to extend our analysis to the statistically significant quantification of more between subjects factors such as age or location-specific roadway factors.
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