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The contents of this report reflect the views of the Transportation
Laboratory which is responsible for the facts and the accuracy of
the data presented herein. The contents do not necessarily

reflect the official views or policies of the State of california.,
This report does not constitute a standard, specification, or
regulation.

The information in this manual consists of lecture notes for an
Air Quality Training Course given to the Transportation Districts
for the purpose of'applying statistical analyses techniques to
assess the impact of transportation systems on the environment.
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FOREWORD

A number of gtudies must be éompleted prior to the writing of
an environmental impact statement for a highway project. One
of these studies is concerned with the-gathering of air quality
fieid data, analysis of such data, and the writing of an air
quality report.

The California Department of Transportation has embarked on a
program of equipping and training district personnel to prepare
air quality reports. This requires a two-week training course
and the preparation of air gquality manuals to be used as guides
in the gathering of field data, analysis of results, and report
writing.

This manual is the tenth in a series of air quality manuals, the
titles of which are the following:

1. Meteorology and Its Influence on the Dispersion of
Pollutants from Highway Line Sources.,

2. Motor Vehicle Emission Factors for Estimates of Highway
* Impact on Air Quality. |

3. Traffic Information Requirements for Estimates of Highway
- Impact on Air Quality.

4. Mathematical Approach to Estimating Highway Impact on
+ Air Quality.

5. Appendix to Volume 4.

6. Analysis of Ambient Air Quality for Highway Environmental
Projects.
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7. A Method for Analyzing and Reporting Highway Impact on
Air Quality.

8. Synthesis of Information on Highway Transportation and
Ailr Quality.

9. Applications of Regression Analysgis to Environmental
Problems for Highway Projects.

10. Applications of Statistics in Analyzing Aerometric Data
for Transportation Systems.

It is assumed that the reader of this manual is familiar with
all of the above manuals and has a background in statistics.

At the end of this manual are listings of computer programs for
all statistical tests discussed.
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INTRODUCTION



"7 INTRODUCTION

The pfécedures outlined in this manual include both parametric
statistics, where the distribution of the data is a known
function, and nonparametric’ statistics, where the distribution
of thé data is'unknown. Several examples of both types are
included throughout this manual.

: These:statistical methods can be applied to all envirommental

data which can be quantified. Additional nonparametric statistical
" tests ‘can be used when the data cannot be quantified, but these
technlques are not included. The examples contained in this

manual all.deal with data which pertain to the environmental
problem of air pollution, although water pollution examples

would have worked equally as well.

It is assumed that the reader has a working knowledge of statistics.
Sultable preparation for the material in this manual is offered in
the Environmental Protection Agency courses:

801 - Basic Environmental Statistics

804 - Environmental Statistics--Nonparametric
“ 810 - Environmental Statistics--Applied
‘Regression Analysis

Acquifing environﬁental data is very costly and time consuming.
Most of the equipment required for this purpose is very expensive
to purchase and operate. Also, to ensure adequate data, sampling
must be performed under all types of field conditions in order

to cover the range of environmental exposures. Statistical tests
described in this manual can be employed in order to:

\



1. Determlne whether the data were collected during a "typlcal"
period based upon historical data (Chi~Squared test for
example) ,

2. Reduce the freguency and/or duration of sampllng to minimize
costs by: '

a. Determining if the project data are stétistically the
same as historical data collected at the site which
is removed from the project location (Catanova test
for example).

b. Determining whether other data sets collected nearby
are statistically similar even though different
sampling methods may have been employed (Regression
Techniques for example).

C. Using statistical inference coupled with historical
measurements of a related parameter to augment a
partial data base (Regression Techniques for example).

d. Determlnlng whether too much spatlal data is being
collected (Frledman Test for example).

Much of the data that must be evaluated during the process of
environmental impact assessment does not display the characteristics
of a "normal" distribution. For example, the distribution of
carbon monoxide concentration levels fof an entire year at a-

given site would show a few values at the high concentrations,

most of the concentrations at the low concentrations, and no
negative values. This is called a right-skewed distribution.

If the logs of the concentrations are inserted in place of the
arithmetic values, there may be a tendency for the 1 logs of the
values to approach a normal distribution.



If'EheHdistribdtigﬁjbf the data does not appear to follow a
normal“distribution, and a mathematical data transormation, such
as theilog transformation discussed above, does not appear to
follow a modified normal distribution, then nonparametric

' statistical tests are employed. Since the distribution of the
data is unknown, not as much information is available for the
statistical analyses. Therefore, nonparametric statistics are
not asfpowerful as corresponding parametric statistics.

The maﬁual begins with a review of basic concepts of parametric

statistics. Included are a discussion of parametric distributions,

estimation of central tendency, for both normal and lognormal
distributions, and estimation of spread of data and confidence
intervals for both normal and lognormal distributions. The
equations used to estimate these statistical parameters are
included. A brief comparison of parametric and nonparametric
statisfics is also made.

Part IT of this manual contains an example problem which is
used tﬁroughout the remainder of the chapters to illustrate the
applicétion of the various statistical tests presented. Flow
chartsfare shown which can pé used to determine when to apply
the vdiious tests. -

Part Ifi deals with applications of nonparametric statistical
tests.i‘Included in this section is & Table indicating when

each tést should be used and the TENET computer name of each
test. ?Also included are several example problems which describe
the usé‘of each test.

The next section, Part IV, deals with the use of regression
techniques, a parametric statistical method, which can be.
used to augment the data base. -




Part V describes the Chi-Square Test. The First part describes
the chi-square statistic and the rest of the chapter illustrates
the use of the statistic to evaluate whether data collected can
be assumed to have come from a "typical year".

Part VI deals with methods which can be employed to estimate

the worst expected background pollutant levels and typical
background pollutant levels which are added to microscale
modeling predictions. These values are then compared to

ambient air quality standards. Use is made of Larsen's Model

to perform this work. Several examples of this type of analysis
is included. |

Part VII illustrates a method which can be employed to estimate
not only the maximum and typical pollutant levels, but also

the entire yearly distribution of pollutant levels. This
technique makes use of regression equations to augment the

data base. An example problem is not included since it would
require too much space.

Part VIII deals with the statistical design of air quality
surveys., Included are recommendations on sampling technigues,
levels of analysis for rural and urban projects, and topics to
include when reporting results of statistical tests in technical
air quality impact repoxrts.

Part: IX contains sample TENET computer runs of each statistical
test discussed in the early portions of this manual., Inputs
and outputs are included for the user's benefit. The outputs
of each computer program are critiqued and the statistical
conclusions are discussed.



al homéwork problems are included to test the understanding
of the materiali ' The manual is concluded with a listing of each
compuﬁer program so that a user can refer to the listing if the
timeshare compﬁﬁér prints an error statement which refers to a
line number. Users who do not have access to the TENET system
can also add these programs to their system.

Sever
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" INTRODUCTION TO BASIC STATISTICS

The §rimary purpose in collecting and analyzing aerometric data

is to obtain a representative estimate of existing air quality

and meteorology within the project area. Air quality can have
considerable temporal variation depending on the meteorological
conditions and upon the growth of the community. The meteorological
conditions that significantly influence air quality are (1) wind
speed, (2) wind direction, (3) surface based inversions, and (4)
elevated inversions. These meteorological conditions must be
 considered when collecting and analyzing air quality data. When
usiné the highway line source dispersion model, the concentrations
of p@llutants are estimated for the most probable ag well as for
the ﬁprst surface meteorological conditions. This involves a
particﬁlar stability class associated with a prevailing wind
speeé5and direction. To obtain representative air quality data,
the samples must be cbllected under similar meteorological
conditions. This will make possible a statistical analysig using
" data‘taken from the same population.

The éurpose of this section is to review various statistical
definitions, concepts, and methods which are necegsary for the
undefstandihg and usages in analyzing, making inferences, and the
presentation of pollutant data. Detailed applications of these
basié concepts are illustrated in the remainder of this manual.

GRAPHICAL OR TABULAR PRESENTATION OF‘DATA

1. frréquency distribution. A frequency distribution is a table
‘which lists classes of data and frequency with which the data
“in the classes appear.

2. $Histogram. A histogram is a graph that represents the claas
frequencies in a frequency distribution by verticle rectangles.



3.

Frequency curve. A frequency curve is a smooth g:éph derived

by plotting the class against its fregquency and joining each
frequency point by a smooth curve.

Cumulative frequency distribution. Cumulative freqguency

distributions are constructed on either a more than

or less than basis. A graphical representation of this
distribution is called cumulative frequency curve. These
two concepts can best be explained‘through examples,

Example l. Carbon monoxide {(CO) pollutant frequency data

obtained from BAAPCD Air Monitor Station,
San Jose, California.

- FREQUENCY DISTRIBUTION

‘ Frequency From: Alma Street
CO hourly averages Dacember 1970, 1971
{ppm) ' Hours: 0700=-0900
17* 1
16 0
15 0
14 1
13 0
12 4
11 7
10 4
9 1
8 11
7 8
6 12
5 12
4 15
3 34
2 45
1l 16

*Note: ranking is performed from high to low values for later

use.
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Examgf;l.é_ 2.‘COnt1nuedfrom Example. 1.

50 ~ FREQUENCY CURVE
401
30

FREQUENCY

© 5 10 15 Y
Example 3. Continue Example 1. . X CO, ppm
L " CUMULATIVE FREQUENCY DISTRIBUTION "
Concentration : T Frequency Cumulative
Class (i) _ (fi) Frequency,

17 1 1

14 1 2

i 11 7 13

10 4 17

9 1 18

8 1l 29

7 8 37

6 12 49

5 12 61

4 15 76

3 34 110

-2 45 155

.1 16 171

n= 171
10



NUMERICAL PRESENTATION

1. Central Tendency

a. Arithmetic mean (oxr mean) (m)

] Definition:

m=X= %'éxa

Where Xl' Xz,..., Xn dencte a set of data
with n observations (or measurements) .

Compute the mean from a frequency distribution:

m-Z £ x

Where fi = frequency in class i = 1, 2,...., k classes.

Example 4. Use data from Example 1.

1CI6Y 42 (45) - + 7 |
m = 3 78 - 4.38
71

11



. b. ﬂlMedian.' The médiannban be obtained from a cumulative
curve. The median is obtained by:

(1) Locate or compute the 50% poxnt on the hor;zontal
scale (Y-axis).

(2) Draw a perpendicular line from the 50% point *o
intersect the cumulative curve. '

(3) At the lntersectlon, drop a perpendicular to the
vertical scale (X=-axis).

Example. :Continue from Example 3

E MEDIAN = 3.5 ppm
Q. ‘ .
B |
2
-9
i |&. |
10
-
<
l-l-l‘
(&
g )
S °
o |
O I : \
_ |
0 ] | i I
0] - 80 100 150 200
Y {mi = CO)

12



Ce Geometric mean'(mg)

Definitions: (1) For a set of nonnegative data,
le Xzyoocp Xn’

' ms = xi' xZ Xn'.‘:,_b!'

in logarithmic form:

B ]

m,j’e

(2) From é frequency table,

k
Ijz-ﬂgln X;
ﬂc,l
mg-~ € |

Where

K
n =ZF£
1

Example 6. Use Example 1 data.

16-ln 1445 In2 ... +1-in 17]
my - L 145 -1 345

13



“!Dispersion

‘AL Range. The rangé‘is the difference between highest and
. the lowest measurement.,

b.  Standard deviation (s).

Definition; (1) .

For a sample of n measurements,
Xyr Xpyrees Xn,

| A N
S= \/,,::3 S (x;-%)?
=1

~ (2) From a frequency table,

P e e TR )

nin-1)

K
Where n = :E 4}

e H iz
Example 7. Use‘Exampié 1 data.

S. = ‘\/ﬁ% [!6( 1 -438f+ ...+ 2017~ 4.38)’] = 314.

c. Standard geometric deviation (Sg).

—

(””)ﬂ-, 2
53 e ;} n m,) £

Where n = E £:
(=1
14



Example 8, Use Example 1 data.

3.

Sq

Confidence Intervals’

1=

Confidence interval for the mean of a normally

distributed population is:

(1) for large sample (n > 30),

(R-Zgr s 3+ 2% )

Where X = sample mean

The following table glves various values of Zq
corresponding to various confidence levels used

8 = sample standard deviation

g = the confidence level

4 = eritical value, and obtained from the
normal probability table (Table 1 on
Page 285) with the desired confidence

q

level given.

in practice.

/r%'a [tetin1-in1.24)*+.. + (Ing7-1n2.24)*]
T e :

Confidence level (azd

90

95

99

%q

1.645

1096

2.58

=2.00

For example, a 95% confidence_interval containing

the true mean of a pollutant in s Specified site

iss

| (X-19%3% » R+196 & )

15



"qu(iiT“FOr small sample (n<30)

o > ) - ® ...S_
(R'tcnq_vz,m J—s;;- s X+4¢149) /2, n-1 VR )

Where ti ym-l = critical value corresponding to
the confidence level q that is
evaluated for n-1 degrees of
freedom. It is obtained from

. the t- probability table (Table
2 on Page 286).

For example} a 95% confidence interval with 21
pollutant measurements is:

)

5;' 'Confidence~iﬁterva1 for the mean of a lognormal distributed
“  population is (n > 100):

v

- (%-2.086% s%+2.086

%?\ Where M, = geometric mean

g o

sg-= standard geometric deviation
j Z& = defined above

ﬁ'é sample slze

16




G. CONFIDENCE INTERVALS -

A NOMOGRAPHIC REPRESENTATION FOR THE CONFIDENCE
INTERVAL AND LEVEL OF SIGNIFICANCE IS PRESENTED BELOW.

100 6000 ~4— 10,000
: ac 5,000 T g 000
. . 4,000 -}
0 4~ 6,000
. 80 ‘ 3,000 —1— 5,000
40 ' ' T 4,000
- - 2.000 -—t )
30 - 3,000
0 . N
~ 2,000
[ 20 . 1,000 -3 ?
4 . : ‘ _ 800 —{
30 0 600 1000
- 2.4 100 — SO0
s 8 80 A 400-] 800 .
3 al:g 6 . 60' pH Fe00 @
T e S5 5§ 40 » 300500 &
» ) 4 3 , £ 200 T-400
© K1 -— -
o M=l 2 20 8 300 &
e » $ T - T 1., &
& 2 3 [ S — 200 <=
c L2 — 10 S 0
- ] = 100 — o
g' E s— 4 F3 8 ] O
= 5 166 2 § 80 ©
. £ 8§ _ 6F, 3 3 3 8
5 ot T % s 3 £ so--w00 3
8 Lros 08 § 5 & - ¢ so-f.e0 2
— tost-06 B V3 12472 E v P30 g
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© - . E . 2 - - o
1] c » & L04 0.4 = © - hid
£ oz o2 § £ 2 o _ .
] © 8@ © -,; 20 5
€ s 0z-4—02 B 8 o N
o
8 “® 8 g T o
1Ol -0l . ooy 2 g o
© 1008 0.08 : 0.08 o ' 4 3
1006 —— 0.06 0.06 g
1.005 —— 005 0.04 |
1.004 VU4 _
1.003 - 0.03 0,02 o7
. Lo ’ -
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3
1.001 0.0 . 3
. 4

Figure 1. Confidence Intervats for the mean of a pgroup of rancdom samples,

For & normal distribintion, use nembers on tight sides of center and leit scales. A straipht line
connecls relatcd volues of the confidenca interval (above and below the meae), the standard
deviation, anct the puniher of samples (n) in the proun for cither 0.9% or 0,93 confidence coel-
ficicnts (calcidated from the $._1 drstnbutions). I desired, the numbers on hoth tha standard
devialion scale and on the confidence interval scale may be multiplicd by the same factor (e.g.
0.1, 0.01, 0.001, etc.)

For a lopnorn.al distribulion, use numbors on left sides of center and left scales. A strainht line
connecls relaterl values of the confidence interval factor (with which to mulliply of Jivide the geo-
metric mean), the standard geometric deviation, and the same scales tor number of samiples in
the group. -

SOURCE: "Simplified Methods for Statistical Interpretation of Monitoring Data " by
B.E. Saltzman Journal of Air Pollution Control Association, Feb. 1972.
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uFor example, a 95% confidence interval contalnlng
the true geometric mean for Example 1 data on
Page 9 is

)= (3.1, 3-83

]

(3.45x 27" | 3.45 x2

A graphiéal method of determining these values is Presented in
Figure 4. The procedure is to divide the geometric mean by

the confidence interval factor for the lower value and multiply
the geometric mean by the confidence interval factor for the
upper va;ue- ‘

¢ Lower Value o Upper Value
3:25_ 3,11 | : =
T = 3.45 x 1.11 = 3.83

NORMAT, AﬁD LOGNORMAL DISTRIBUTIONS

Various ﬁheoretical distributions can be used to describe

pollutant conceﬁtrations; The most common and appropriate oneg

are the normal and lognormal distributions. The normal distribution
is characterlzed by two parameters - the mean and the standard
dev;atlon.

1. < The equation of the normal distribution curve is:

L5 )?

\*/' aq/'“' 6?2

iWhere mw= 3.1416; a constant
E e = 2,7183, a constant
o~ = the standard deviation, a parameter
At = the mean, a parameter
X = abscissa, measurement on the horizontal axis

'Y = ordinate, height of curve corresponding to
1 a value of X.
a 18



' 2. Fitting a normal curve to a frequency table, the
equation is:

L1 X=m)2
Y’s’:rz?-‘é’é( )

|

Where n total number of samples

m,s = sampled mean & standard deviation regpectively.

Example 9. Given the following set of pollutant data, fit a
normal curve to it.

. Concentration
in ppm 21314564 7! 8] 9| 10]11]l12 13l14f1s
Frequency 2131{414]|5]10|15{12 8|l 7| 6] 4] 4 1

LOGNORMAYL, DISTRIBUTIONS

1. The lognormal distribution is a positive skewed freguency
curve which has the same shape as a normal curve when the
concentrations are plotted on a logarithmic scale. That
is, the logarithms of the concentrations are normally
distributed. The distribution is:

1 x 2
1 —2In§'('"m ) g X>0
fixy= X-In Sq4/27 e : !

Where mg = the geometric mean

Sq

I

the standard geometric deviation
f(x)= the amount of concentrations in ppm at
each level of X.
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Exampile 10,

f(x f(x)
i | ;

1.2}

mg=1.0 sf=165

For ailognormal distribution, the arithmetic mean (m), geometric
mean (mg), standard deviation (8), and standard geometric
deviation (Ss) are related as follows:

| .5
Sq = e:-(lfnr‘(ﬁz/'"'*l)) ,

_L 2
my= mxe 2 (4n S9)

LOGNORMAL PROBABILITY PAPER AND PLOTS

The oﬁjective of this section is to show how to plot a set of
air pollutant concentration-data in a lognormal probability
paper* for the following two usages:

*For fﬁrther usages for analyzing air pollutant data, see

applications of Larsen's model for air quality analysis
(Reference 5). '
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(1) to test the asgumed lognormal distribution of
concentration data**, and

(2) to estimate the lognormal distribution parameters
(rn.g and sg) directly without the need for tedious
calculationg if (1) is true.

To test the assumed lognormal distributions, the steps
are as follows:

(a)

(b)

(c)

construct a modified relative percentage
cunmulative frequency distribution by 100 mi/(n+l),

where m, = cumulative frequency of measurements
in class i, (ppollutant coneentration),
n = total frequency, total humber of

easurements in a given set,

plot the relative cumulative values on a lognormal
probability paper (Figure 5 is an example of
lognoxmal probability paper). Concentrations (xi}
are plotted on a log ordinate and the relative
cumulative valuasg (Yi) are plotted on the abscissa,

if a straight line gives a close fit to the plotted
points, then the assumed distribution ig correct,
If the result is a curved plot, it indicates that
the assumed distribution is incorrect,

- **In testing the goodness~of~fit to an assumed distribution, the

21



' Figure 5

- LOG-NORMAL PROBABILITY PAPER
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Example ll. Test whether the data obtained in Example 1 is
’ log normally distributed.

Solution:
{(a)
co Cunulative
Concentration Frequency, m; 2 co
17 1l (1/172) (100)= .58
14 2 (2/172) (100)= 1.16
12 6 : " 3.49
11 13 " 7.56
L0 17 " 9.88
9 18 " - 10,47
8 " 29 " 16.86
7 . 37 " 21.51
6 - 49 " 28.49
5 6l " 35.47
4 76 " 44,19
3 110 " 63.95
2 155 : n 90.17
1 171 . " 99.42
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(b) PL o-rrwc; THE conccwmrfw VALusS rs. THE RElATIVE
CHMu¢..nrw£' VALuEe < ON A LoG-NormAaL PAPER

WM samses gos @ on

02 0.1 0.0
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i) 100
(e) '.A%?straight line gives a good approximation to the
plotted points; therefore, this indicates that we
can assume this set of data 1s log-normally distri-
buted



Estimates of m and 39 can be made directly from the plot when
the lognermal assumption is true by using the following
relatlionships:

mg = XBO’ the median, the concentration at the
50% frequency point on the line.
%16 '
33 = ¥=* the ratio of the 16 percentile to the
50

50 percentile on the line.

Example 12, To test whether or not‘the data - one-=hour average
CO concentrations at San Francisco in the period
of 1962 through 1968 - is lognormally distributed.
If it 1is, estimate the parameters, mg and 3 .

Solution:

Data obtained by Larsen:

Relative Cumulative
1 0, ppm (X) Frequency (%X 2 €O )
20 .01
18 « 10
13 ' 1.00
8 - 10.00
6 30.00
5 50.00
4 "70.00
2 90.00
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HYPOTHESIS TESTING

Hypothesis testing is the process of inferring from a sample
whether or not to accept a certain assumption about the
population. ' The assumption itself is called the hypotheses.

Examples:
1. Site 1 has higher overall mean Lgg noise level than Site 2.

2. The CO concentration at Site A is higher than at Site D for
the summer season.

3. The suspended sediment loads in the upper part isg lower than
‘Hig"the‘lower part of Stream X.

In each case, the hypotheses is tested on the basis of the
evidence contained in a random sample, and the final de01510n
is elther to reject or to accept the hypothesis.

The 9-step general procedure for the test of a hypotheéis is as
follows:

1. State the experimental goal.

2, 'State the statistical null hypothesis (H,)} and the alternative
(Hy). H_ there is no statistical significant difference, H

1
there is a statistical difference.

3. Choose the level of significance, ¢, the chance of rejecting

the hypothesis if it is true (the choice is set arbitrarily
but &K = 0.05 is generally recommended).
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5.

7

9.

wa

"Choose an appropriate statistical test for testing the null
'Hypothesis (Objectives of this Course).

fFind (or assume) the sampling distribution of the statistical
~test under the assumption that the null hypothesis is true.

- Define-the region of rejection (critical region), those
;values of the statistical test which would cause the
srejection of the null hypothesis.

5Compute the valué of the statistical test from the sanple
"and see whether or not it falls in the rejection region.

‘State the statistical conclusion, a statement of acceptance
fbr rejectioh of the null hypothesis. If the value of the

‘statistical test falls into the rejection region, the null
:hypothesiS'iS“rejected; if not, accept the null hypothesis.

?State the experiemental conclusion in light of the acceptance
fOr rejection of the null hypothesis.

F:\ siéﬁificance level (&), is a level which indicates the
probability that the null hypothesis is correct or not correct.
Usually this is taken to be .05 which indicates that the
probability that the null hypothesis is correct exceeds 1.0 ~.05
or .§5. This means that 95 times out of 100, we made the right
decision, :

Significant is used in the statistical sense of the word and

means that the probability of the observed difference being

due to chance alone is equal to the level of significance.

Note: A difference may be statistically significant but not

physically important and therefore, not significant from a

practical point of view.
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DEGREES OF FREEDOM

Degrees of freedom (denoted'byzr or df, or D.F,) are equal to
the number of independent observations in the sample minus the
number of population constralnts which must be estlmated from
sample observations. o

For_example:

(i) For the t- statistle,V = n-1l, where we must estimate
M. s the population parameter,

1 .
(i1) For the X -statistic,V = n-1, the one df subtracted
was for estimating the population parameter 0%,

CRITICAL REGION

The rejection reglon is a region of the sampling distribution.
It is a set of all points in the sample space which result in
the decision to reject the null hypothesis. The set of all
points 1n the sample space not in the rejection region is called
the acceptance region. The location of the rejection region

is affected by the nature of Hl' Ir H indicates the predicted
direction of the difference, then a one—tailed test is called
for; otherwise a two-talled test is called for. One-talled
and two-tailed tests differ in the location (not in the size)
of the rejectlon region. A_one-tailed test has the rejectlon
~region at one end (or tail) of the sampling distribution. In
a two-talled test, the rejection is located at both ends of

the sampling distribution.

The size of the rejection reglon is expressed byek , the level of
significance. For example, 1fek= .05, then the size of the
rejection region is 5% of the area under the curve in the sampling
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distribution. One~tailed and tﬁoétéiied regions of rejection
forcC— +05 are illustrated in the following figure. Observe

that these two regions differ in location but not in total gize
(area).

o Aseertho | Reject He Reject | Accept 1. | meject
#o o

aregz= .025
area= 05 areaq= .0245
;‘.}ga

FA one-tailed region_of o ~ A two~tailed region of
rejection when o = .05 rejection when &£ = _05
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PARAMETRIC VERSUS NONPARAMETRIC STATISTICS

I. Parametric Statistics

!l.

2.

3.

Observations must be independent.

Observations must be drawn from normally digtributed
population.

These populations must have the same variance., -

II. Nonparametric Statistics

1.

5.

Data is continuous.

No assumptions made abéut distribution of data,
Observations are made independently of each other.
Most appropriate for non-random data.

Can be used for small sample size.

Disadvantage of Nonparametric Statistics:

1.

DO not usually use original data for inference.

Devices Used in Nonparametric Tests

l.

Counting of categories (+ and - signs),
Arrangement of observations in order of nmagnitude,

Assignment of ranks to such an order,
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5. Use of the quartile deviation instead of the standard
' deviation. |

ﬁéés ef Nonparametric Statistics

i;' Design of air quelity surveys.:
éi- Com;elation studées - meteorologicai wind roses.
h3f Presentation of data.

-NONEAﬁADIETRIc TESTING

Nonparametr:.c methods are considered "distribution free" since
they make no assumptlon with regard to the disgtribution of
measurements in the populat;on, whereas parametric methods,
such as the t tests and F tests assume normally, or lognormally
distributed measurements. - Two basic assumptions are associated
with most nonparametrlc statlstlcal tests: the measurements
are 1ndependent and the variable under study has underlying
contlnulty. When we wish to test whether or not two - -samples
‘are from the same populatlon using nonparametric tests, we are
generally interested in the "location" difference. One method
of dlscoverlng a possible difference in location between the
two sampllng distribution curves is by use of the medians.
Another Jnethod is by the predominance of higher values in one
sample than in the other. Most nonparametric tests are based
on ranks, 31gns, Or groups.,
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Wilcoxon Test

1.

10.

We wish to know if the two related samples come from
the same population.

Hy: Two samples are identical with respect to
their locations.

Hy: Two samples are different.
Choose £ = 0,05,

Calculate d; =X "Y:‘, the signed difference betwéen
two measurements X; ,Y:

Rank these di without respect to gign. When ties
occurred, assign the average of the tied ranks.

Affix to each rank the sign (+ or -) of the
which it represents.

Use statistic W = the smaller of the sums of the
like-signed ranks.

Determine n = the total number of d's having a sign.
For n £ 20, rejection regions are W We, and W > W,,.,z
from Table 5 for a given significance level. Reject
H, if W falls into the rejection region. For n » 20

use normal approximation.

State the experimental conclusion.
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. Exgmpié 13

-CO concentratlons are measured at two sites for six different
days in the morning per;od The data are recorded as follows:

Hour © Site 1 | Site 2

~ |0600-0700 | 7.1] 8.2} 6.0[7.1]7.9| 8.1 § 7.5|5.0] 6. 7.0[7.8]6.0
0700-0300 | 6.9[ 7.8| 9.2|9.4/9.4) 9.8 | 7.5|7.7|8.1[7.6]7.8|9.0

0800~0900 | 5.1] 5.2 5.6(6.2[6.4 | 7.0 7.1|6.8[6.4/6.0{6.6

Ut
LI
o

Anaiyze the problem with a Wilcoxon signed-rank test.

Solﬁtion:
gistegs;
%7(2)‘ Hoiif. N§ difference in o concentrations between
: ' Sites 1 and 2,
‘Hl:f’*z There is some difference.

. (3) Choose o = ,05.

-
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(4)-(6):

(7)

(8)

(9)

Site
1 2 Rank of Rank with lessg
Hour| (X) | (¥) ]d = X=¥ =1 Frequent sign
1 7.11 7.5 - .4 -3 8
8,2 | 8.0 + .2 4.5
6.0 6.2 - .2 ""4.5 4.5
7.1} 7.0 «1 1.5
8.1.] 7.8 «3 ?
7.91 6,0 l.9 17
2 6.9| 7.5| - .6 -9 9
) 7-8 7.7 .l 105
9.2 8.1 l.1l 13
9.4 | 7.6 1.8 15
9.4] 7.8 l.6 14
9.81 9.0 o8 10.5
- 5-2 7.1 —'1.9 —17 . 17
5.8 6'8 -'loo -12 12
5.6 ;‘6.4 - .8 "10.5 1005
6.2 | 6.0 ) 4.5
6.4 6.6 - .2 - 4-5 4-5
Z=w= 82,5
n =18
W o5 = 41 ) \
W 975 = 130 ) From Table 5; Accept HQ.

From the evidence of the sémples, there is no reason
to reject the hypothesis that the sites do not have
the same CO distribution at the 5% significance level.
Other nonparametric testing procedures can be obtained
in References [7] and [8]. '
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FLOW CHARTS FOR

STATISTICAL ANALYSES
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Thé general problem presented as Figufe 1 will be usged later

in this manual to demonstrate all the statistical techniques
presented. The steps required to perform a meteorological
survey are outlined in Figure 3 "Flow Chart for a Meteoxologlcal
Survey". The procedures required to perform this work are-
described on following pages. The steps required to perform

an ambient air quality survey are outlined in FPigure 4, “Flow
Chart for an Ambient Air Quality Survey". The procedures
required to analyze the above are also described on the follow-
ing pages. Refer to Manuals Numbers 1 and 6§ for more information
regarding meteoroogical or ambient air quality surveys.

The general thought processes for an air gquality study that
should be followed, as suggested by John Grisinger of District
07, Los Angeles, are outlined in Figure 6., The top line is

for a meteorological survey. The steps "correlate meteorological

-data" and “extrapolate to determine meteorological parameters
- for project areas" are expanded upon in Figure 7, The bottom

line of Figure 6 is for an ambient air quality survey. The
steps "correlate air quality data" and "extrapolate to determine
air quality parameters for project area" are explained in

Figure 8, It should be emphasized that no air guality data
should be monitored unless sufficient meteorological data is

available to help explain the variations in the data.
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PROPER INSTRUMENT EXPOSURE,

LLOCATE ALL EXISTING
METEOROLOGICAL SOURCES WITH

g

LOCATE METEOROLOGICAL
SOURCES ON TOPOGRAPHIC MAP
ALONG WITH TERRAIN FEATURES.

YES

ARE
METEOROLOGICAL
SOURCES REPRESENTATIVE
OF HIGHWAY
RO?UTE

3

ESTABLISH INSTRUMENT
CORRELATION' WITH CLOSEST

1 METEOROLOGICAL SOURCE FOR

POSSIBLE LONG TERM CORRELATION,

!

COMPUTE WIND ROSES
ASSOCIATED WITH
TRAFFIC CONDITIONS.

:

PLOT SURFACE
WIND STREAMLINES.

Figure 3.

YES

USE HAND HELD WiND SYSTEMS TO
LOCATE MECHANICAL WEATHER

STATIONS.

BEGIN ACCUMULATION OF DATA FROM
MECHANICAL WEATHER STATION.

IS
THERE
CORRELATION WITH THE

¥

REDUCE MEASUREMENT TIME
BY USING HISTORICAL DATA.

!

SUPPLEMENT MECHANICAL WEATHER
STATION WITH HAND. HELD
WIND SYSTEM.

CLOSEST METEQROLOGICAL
SOU?RCE

NO

MONITOR SURFACE WIND FOR AT
LEAST ONE YEAR.

1

SUPPLEMENT MECHANICAL WEATHER
STATION WITH HAND HELD
WIND SYSTEM, .

COMPUTE WIND ROSES ASSOCIATED
WITH TRAFFIC CONDITIONS.

A

PLOT SURFACE
-WIND STREAMLINES.

FLOW CHART F?&-‘A METEOROLOGICAL SURVEY



LOCATE ALL EXISTING LOCATE ALL EXISTING
AIR MONITORING STATIONS { METEORCLOGICAL STATIONS
8 PERFORM TREND ANALYSIS. AND DETERMINE WORST

METEOROLOGICAL CONDITIONS.
|

¥
DETERMINE POSSIBLE

NUMBER OF SAMPLING SITES
{HOMOGENOQUS AREAS).

REVISED NUMBER OF
| SAMPLING SIiTE BASED ON
AVAILABLE MANPOWER.

AVAILABLE
MANPOWER
REQUIREMENTS,

LOCATE BAG SAMPLES
S FEET ABOVE GROUND: G
SURFACE AT EACH SITE.

¢

MAKE FIELD MEASUREMENTS
| 8 CORRELATE WITH AIR
"MONITORING STATION.

DOES
CORRELATION
EXIST ?

NO

YES

BAG SAMPLING TIME AT
EACH SITE MAY BE REDUCED
‘] 8 CORRELATED WITH

| HISTORICAL DATA.

v .
MAKE EXTENSIVE FIELD MEASUREMENTS TO l
ESTABLISH AMBIENT AIR QUALITY FOR YEARLY CYCLE. l

v

' ANALYZE 8 SUMMARIZE THE
1 AMBIENT AIR QUALITY DATA.
|
Figyré 4. FLOW CHART FOR AN AMBIENT AIR QUALITY SURVEY
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'NONPARAMETRIC STATISTICAL TESTS
AND
. APPLICATIONS
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Wind'kogé%Cor}elatibh (Catanova Test)

LAX

O
™
N
<

\
)

®
MWS

"AIRPORT

Rﬁfposé: 
l. 'Réduce the use of mechanical weather station (MwWs).

2, Use one station for the meteorological inputs into
mathematical model. '

3. In general determine redundant information statistically.
Compare wind roses for all stations for July 0700 - 0900
1. Wind sSpeed

2. Wind directions

Hé: There is no significant difference in the distributions
' of wind speeds and directions for all three meteorological

sources between the hours of 0700 - 0900 for the month
of July.

HA: Hé 1s not true.
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DIRECTION

AIRPORT

N

NNE

NE :

ENE

ESE

SE .

SSE

SSW

SW

WSW

NW

Calm

Catanova test requires frequency

Obtain the
Qccurrences for
directions from
computer'program
outputs. (See Pg.118)

Ho1t Blppy=(4) p1p(9) MIR
Hy 2 (8) g™ () o= (8) MBI

distributions of wind directions.

WIND SPEED

LAX

AIRPORT

MWS

0=~3 mph

4-7 mph

8-12 mph

13~18 mph

129—-24 ‘mph

> 24 mph

‘Both Hol and H02 must be true to accept Ho'

47

Obtain wind speed
occurrences from
computer program
outputs, (Sea Pg, 118)



U EXAMPLE Nd.ﬁ15zyéém§ari§on ofrstability Classes (Catanova)

Same as Example No. 14 (two metheorological sources). Compare

stability classes for December 1972, January 1973 and February

1973 for

measured

Purposey

0700-0900 hrs. Assume cloud cover and ceiling height
at both airports.

Determine if monthly data can be combined in computer
program for the winter  season.

There  is no significant difference between the
distribution of the Stability Classes A through F
for December, January and February for 0700-0900
hrs. for ILAX and Airport,

'Ho is not true.

LAX ATIRPORT

o E (o o jw [

- Obtain occurrences from computer\programs WNDROS ox STARZ2,
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EXAMPLE NO. 16:

Air Quality Survey (Friedman 2-Way ANOVA)
Spatlal Dlstrlbutlon

LAX

3 @
S\ |
) \O ® v ®

AIRPORT
Purposes:
1.

In general statistically determine the redundant
sampling sites.

2.

Eliminate redundant information as inputs into
mathematical model
R

H -

Reduce manpower requirements.
o

There is no significant difference in the
spatial distribution of CO for all sites

H

between the hours of 0600 to 1000.
At Hy

is not true.,
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- Spatial Distribution

TIME SITE 1 - SITE 2 SITE 3 SITE 4
0600-0700
0800~0900]
0900-1000

‘Rank data among sites,

Must also apply Friedman 2-way ANOVA for mid-day and
evening hours or other time periods of interest before
eleminating a site.

ﬁhy?

For rﬁial highway projects this is a valid approach to Justify
sampling at fewer sites and thus reduce costs provided the
analysis-was made on the entire daily sampling. The same applies
for urban projects as well. However, if area is politically or
environmentally sensitive you may want to consider monitoring in
all hoprs regardless of statistical outcome and costs,

For a_iural pProject where the maximum values are genherally small
(<4 ppm), analyze the data using Friedman test for the entire

day. If no significant difference is obtained there is justifi-
cation: for not sampling every site. This can minimize field costs.
Special consideration should be given to monitor the sites that
neasure high values.
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EXAMPLE NO. 17: Air Quality Survey Friedman 2-Way ANOVA
Temporal Distribution

Given:

A "Blanket" two week quality survey was made from 0600 to
1900 hours.

L [ 77
£ 7

Determine:

‘l.e If it is hecessary to sample every site.
2. If it is necessary to sample every consecutive hour.

3. Re-evaluate and design an adequate air survey to meet
objectives above if pessible.
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LI W Firéf must determine that there is no significant difference
| in €O spatial distributions at all sites for the daily
'samﬁling period (Example No. 16). If there is a gsignificant
.w?difgerence.must monitor all sites based on the analyses.
'If ﬂot, consider £he temporal distribution as discussed
below. |

B. Néxﬁ} apply Friedman 2-way ANOVA as follows:

Ho:ilco concehtfatioﬁs do not change significantly with
" time for Sites 1 through 4 for the day(s) sampled.

“H_ is not true,




Temporal
Time (Days)

Site 0600-0700 0700-0800 0800-0900 m—— l700—180d

B o

Rank data among sites

If you accept the null hypothesges (Ho) in Parts A and B above using
the Friedman 2-way ANOVA, then there is justification for not
sampling at every site for every hour of the daily sampling period.

Example:

Sample 2 hour during AM and 2 hours PM etc. The revised sampling
pPlan depends on manpower, equipment available, and sensitivity
of project,

This is a good approach for rural projects to reduce sampling.
However, one must consider seasonal variations in meteorology
that influence air quality. This anélysis should be made for
different meteorological conditions to assure that the temporal
and spatial distributions do not changé.
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EXAMPLE NO. 18: Comparison of APCD Continuous Monitoring
vs. Bag Sampling (Wilcoxin Matched Sign Test)

H:: There is no smgnlflcant dlfference in APCD
one~hour average concentration vs. Bag Sampling
for one-hour.

O

(co) = {Co)

APCD BS

H:: H_ is not true.

(CO) (CO)BS

CAPCD.

TIME APCD BAG SAMPLING
0700-0800
|0800-0900
0900-1000
1000-1100
1100-1200
12001300
1300-1400
1400—1500

- If the' dlfference in co comparlson abOVe is + 1 ppm, for the "real
© 1life world" there is no 31gn1flcant difference regardless of the
statlstlcal outeome.

" Tor thi% type of analysis it is very important to assure that
" both AﬁCD and Caltrans calibrate their equipment before the
comparison is made to avoid improper interpretation of results.

It is recommended that this comparison test be made at the
beginning of the sampling period, midway, and at the end of
monitoring for a complete consistency check. This test should
cover peak AM and PM traffic hours along with off peak traffic
to compare high and low concentrations.
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REGRESSION ANALYSES
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‘EXAMPLE NO. 19: Prediction of Pollutant Concentrations

@ @ | ®@ @

APCD

*"Purgoéé:

Randoﬁﬁsampling evefy‘3wdaYS. Regression techniques will allow
prediction of pollutant concentrations at sltes for days not
sampled., ' '

'ébo)l atb, (APCD) (Simple linear regression)

atb. (APCD) + ¢ (—L-)

(c0)
. -:;:I 1 [

tl

(ﬁd)i a+b. (APCD) + ¢ 0{%—) + d (ceil. ht.) + e (ecloud cover)
try log transforms. Why?

a; b, c,d, e = régression coefflcients.




Computer programs will determine regression coefficients.

It may be desirable under certain circumstances to-include
time, "t" as an independent variable.

(CO); = a + b (APCD) + C (—2) = a()
U

It must be emphasized that the boundary condition for the
data base used to determine the regression coefficients must
not be exceeded in future predictions.
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EXAMPLE NO. 20: Wind Correlation

Mws
| @ AIRPORT
®

Procedure:
i; Use CATANOVA. test to see if there is a statistical
: difference in # and U. If no difference, there is
no need to use the regression techniques.

Accept Ho

*ﬁ} - Accept HA‘ Usé regression techniques.,

Wind ébeeds:

_a.‘-i- bU2-
=g 4+ bﬁé-+ CH “H = inversion base
ﬁ;= a + bﬁé * cH + d (cloud cover) + e (ceiling height)

Wind'Directions

= a + bg,
) ¢%-= a + b¢2 + cﬁf- H ékihversion base
¢i«= a8 + bg, + cH + d (cloud cover) + e (ceiling height)

. try log transfo;ms

lz-Thls regreSSLOn eguation can posszbly explain the difference in
pollutant concentrations when U and # is used in the mathematical

model. - Also to explain why background pollutant levels change
‘from locatlon 1l to location 2,
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EXAMPLE NO. 21: Air Quality Survey = Mini-Van Random Sampling

®©

A~ T @
APCD

Purpose: Develop prediction equation for O3 for days not sampled.

This approach may be especially useful if a high 03 concentration
is measured at the APCD station when not sampling at the site.

O
I

a + b (APCD)
O, = a + b (APCD) + ¢ (—i-)
G

a + b (APCD) + ¢ (—f‘:—) dH
U

Q
Ii

Try log transforms. Why?

Time may also provide a better prediction for 03 because of the
diurnal variation of 03.

59



EXAMPLE NO. 22: “Correlate APCD Sampling and Bag Sampling

%

APCD CO, ppm
o |

Y=0a+bx

slope =b
intercept =q

— el

BAG SAMPLING CO, ppm

For a perfect correlation - (1 to 1) the line of best fit is a

45 degree llne pa551ng fhrough the origin,

Proceaurei

b-b

= = H

L. ¢t 5, H s
a-=a

e 0 -

2. t = Sa H,z

if'a # o 'then a systematic error,

b=

el
]

1 (45° line)

© (Zero intercept)

Note:. 1. If the range of data is less than + 4 ppm or the

number of observatlons is less than 15,
analysmsfmay give misleading results.

parametric test (Wilcoxin Matched Sign Test).

Example No. 18.
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CHI-SQUARE TEST
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“"GOODNESS-OF-FIT TEST

In mahy practical apblications, we often assume that the population
data follows a theoretical distribution such as normal or lognormal.
Any assumed theoretlcal distribution for the population may be
questioned., A method for checking the validity of this assumed
distribution is the Chi-square goodness—of-fit test.

‘This test is used to
distribution fits an
data.” The procedure

frequencies from the

the "gssumption" and
between,them.

determine how well an assumed theoretical
empirical distribution obtained From sample
is to make a comparison between the observed
sample and the expected frequencies under

to measure how much discrepancy exists

By foilowing the general test procedure, outlined in the "Hypothesis
Testiﬁg Section" we have the following:

i. ,§tate the experimental goal.

2. State the stéﬁiSficaIinull hypothesis,

3. Choose fthe level of slgniflcance,ac, the chance of
reaectlng the null hypothesis when 1t is actually true.

b, éhoose an éppbopriate’statistical test for testing the
ﬁull hypothesis.

(the test statistlc for the Chi-square
goodness-of-fit test is Chi-square)

Z sOL“es)‘

c*l
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G

the observed freguency in the ith class.

Where Oi

e. = the expected frequency in the ith class,

caleculated according to the assumed
" theoretical distribution.

i = 1, 25..4,b classes or events
The sampling distribution 1s the Chili-square, with
af = b-1-k, where k is the number of parameters
used in estimating the expected frequency.

z‘> ) %

The rejection reglon is X 2 X | ~—oc, df

Compute the test gtatistic value from a random sample.

T
If computed :[ falls into the rejectlon region, reject
H,s if not, accept Ho'

State the experimental conclusion.
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To determine if a éam

pling beriod (vear,
Tepresentative of the

past historica;z records (years,
months, ete,),
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Given:

Ten yeafs of historical meteorological data is available at the
aipport on a continuous 24 hour'basis. For the proposed route

‘AB 1t was determined that an additional weather station was

needed to supplement the exlsting data at the airport to determine
the temporal and spatial distributions of the surface streamlines.
The weather station was in operation for a one year period. Local
newspaper reports and environmentaliét'indicate that the year

the MWS was in operation was not a representative year because
wind speeds were generally stronger than past yYears. They also
indicate that the weather front movements in the region changed
significantly over the past year, changing the general surface
wind directilon.

H,: Determine if the frequency distribution of wind speeds and

directions measured at the airport are representative of the
past ten years of hilstorical records.

HA: 'HO is not true.
Scolution:

Use of Chi-square test.

Since air quality changes seasonally (summer 03; winter co, HC,,NOX)

it is best to analyze U and ¢ on a seasonal or monthly basis. For
this analysis use data at airport.
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,ei 04 seasoh'(sumﬁertend fall) O3 most critical 1200 - 1600.

Compaée:
(T) Summer vs (U) historical summer Seasonal or
9 o - | monthly for
(g) summer vs (¢) historical summer specified hours

‘21 For primary pollutants (co,” HC, NO ) most critical AM and
PM durlng winter season.

cOmpéﬁe:
Cﬁf-ﬁinter vs (U) historical winter Specify hours
,; and season or
:{5) winter vs (¢) historioal winter months

In order to be absolutely certaln that a "typical" year was
observed, all of the followmng variables must be examined:

1;? Wind speed

;2: Wind direction

Stability

Wi

4. Inversion base height - soundings or aircraft measurements,

5; Incoming solar radiatioh (the temperature can be used

as an estimate)
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If the frequency distribution of all the variables are not
significantly different from their historical counterparts,
then a typical year was observed.

It may not be possible to obtain all the above data. Consider as.
many of the above variables as possible, Be sure to indicate what
variables were used. This discussion should be included in the
portion of the report dealing with meteorology. '

Obtain wind speed frequency, and wind direction frequency, data
from the computer printout of programs WIND2, STAR2, or WNDROS.
Consider the overall wind rose (class 9) because we are concerned
with the general meteorological condition over a large time period.
Stability frequency data is obtainable only from STAR2 or WNDROS .

Data on incoming radiation may be available from local APCD's.

If not, the temperature can be used to estimate this parameter.
However this is not a good estimate if either the aerosol content
or the water content of the atmosphere is high.
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DETERMINATION OF WORST AND TYPICAL
- BACKGROUND LEVELS




INTRODUCTION

The determination of the highest expected yearly pollutant
concentrations for any averaging time will typically involve
the use of Larsen's model., Larsen's model extrapolates the
maximum yearly concentration for a pollutant-concentration
distribution with a one year base to that of a known
distribution with a smaller base (for a constant averaging
time) . Secondly, the model allows conversion from a known
distribution for a particular averaging time to a distribution
for any other averaging time for comparisons with air guality
standards. |

Specifically, Larsen's model can be used for the following

purposes:

1. For carbon monoxide especially, using observed field
data:

" a. To predict the maximum annual expected one-hour
concentration for the present year, the estimated
time of completion (ETC), and the estimated year
of completion + 20 years (ETC+20).

" b. Predict 8 and 12 hour annual maximum expected carbon
monoxide concentrations both in the microscale and
mesoscale region under various alternates for
transportation schemes (i.e., various projects and
"no-build" alternatives). |

2. Make maximum utilization of observed field data in prediction

methods for ambient background concentration values.
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1.

,or photochemlcal pollutants such as Noz, 03, and HC where a

'fphotochemlcal simulation model is not used or aVallable, and

sampled data is- avallable, to predict ambient background

_values based upon the sampled data and to predict ambient

concentratlons under dlfferent alternatives.

;Utlllzatlon of “scarce" data and APCD historical data to
;predlct ambient concentrations.

To predict frequencies of occurrence of maximum concentrations

.for any averagint time. The number of exceedances of any
standard can also be predicted for any averaging time for
any pollutant. '

Reasoﬁs for using Larsen's Model.

ﬂarsen's Model is an EPA recognized mathematical model of air .
duality measurements and is an EPA publication., Dr. Larsen
works with the EPA at Research Triangle Park, North Carolina,

“and is the author of AP-82, A Mathematical Model Relating

Air Quality Measurements to Air Quality Standards.

ﬁarsen's model provides an easily handled mathematical model
for predicting pollutant concentrations. It is based upon
the assumptlon that all air gquality pollutant concentration

‘measurements are log=-normally distributed. Although some

sets of data depart from lognormality, use of the log-

-normal dlstrlbutlon is recommended because most aerometric

pollutant data tend to fit this distribution better than
any other.

Although Larsen's model may not prove to be the ultimate tool

for predlctlng ambient concentrations of aerometric pollutants,
lt is now acceptable, available, useable, and verified,
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especially for urban areas, and appears good also for rural
areas. (There is no definition of an urban area ¥s. a rural
area, but preliminary indications in California indicate
that it holds practically everywhere.)

4, To demonstrate future applications and utilization of Larsen's
model for sampling procedures, precision of sampllng, confidence
bands of data sampled and Predicted, and the rellablllty and
accuracy of the measured and presented data in an air quality
impact report.

Larsen's model is the result of years of work by Larsen and his
associates at EPA., The earlier versions of the model as discussed
in these notes can be followed in the technical journals for over
the last ten years. The model was verified and compared with
measured values for seven gaseous pollutant concentrations obtained
during continuous sampling for up to geven years in eight cities

to obtain methods for predicting concentrations for various
averaging times. Two of these cities were Los Angeles and San
Francisco., The student should become familiar with the text of
Larsen's Report (AP=-89).

Larsen Model Characteristics:

The assumptions inherent in Larsen's Model are the following:

1. Pollutant concentrations are log-normally distributed for
all averaging times (i.e., cumulative percentile data plot
as a straight line on log-normal probability paper).

2. ' Median concentrations are proportional to averaging time

raised to an exponent (i.e., they can be plotted as a
' straight line on log paper).
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3. ”:fhe arithmetic mean concentration is the same for all
-~ averaging times.

4, ﬁaximumrconcentrations are approximately invexsely

' proportional to averaging time raised to an exponent.

5. For the longest averaging time calculated (usually 1 year),
the arithmetic mean, geometric mean, maximum concentration,
and minimum concentrations are all equal.

Usrng the above assumptions, Larsen developed equations to

Dredlct pollutant parameter characteristics regardless of the
averaglng time used,

The required statistical parameters are:

Geometric mean, mg, or arithmetic mean, m
2. Standard geometric deviation, s

3. Maximum concentratlon expected once-a-year for a

particular averaging time, cmax

4, Frequency distribution of expected pollutant concentrations,
{(i.e., log-normal).

Wheh utilizing Larsen's Model, the mean value, m, can be thought of
as theirepresentation of the pollutant burden or some proportion
thereof which is relatively constant over a period of time
(perhaps a year or two). The standard geometric deviation, s _,

can be“thought of as a function of the meteorology of the area,
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Speed as a related bParameter, Perhaps the dlagram shown below
¢an help explain Larsen's Model and the various elements of the

model which we would normally use.

LA Ust — | m = aRrTHEETIC
RANSPURTATION 1 EdiuT HEAH -
TRANSPURTATLOH ELEHENT ,
ANSPURTATLOH T, 30% CONC, FREQUERCY
OTHER P DISTRIBUTION
=~ | Mg = GEOMETRIC _
POLLUTANT TRANSPURT MEAN AVERAGING

M e N e : TIME

METEOROLUGY OF AREA Mg = GEOMETRIC

= - MEAH
WIND SPEED (IWVERSED) S = STANDARD
- GEOMETRIC MAXIMUM

DEVIATION CONC

LLARSEN'S
MODEL

Larsen's model is unique in its averaging time analysis. Other
averaging time analysis techniques have been suggested by Turner

and Hino, but will not be discussed in these notes,
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Data Presentation Using Larsen's Model and AP-89

It is;suggested, as a minimum, that when using Larsen's Model
the following be included in the data presentation:

l.

2.

3.

ﬁabular summary to include:

a. distribution of observed data--ranks, categories, etc.
fb. arithmetic mean, (m)

;c. geometric mean (mg), with confidence interval if

available

fd. pumber of samples and sample dates and times of-

samples

B standard geometric deviation (sg)
_Graphical summary, to include:
?a. histogram or frequency curve

~ be plot of data on log-probability paper uging cumulative

frequency

L) show mg, sg, and maximum concentration for

averaging times of interest

Tf hourly data is presented for CO for instance, predict

g and 12 hour averaging times concentrations and give

comparisons to observed data of same time period(s) where

2 available.
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For- example the following data were observed in the field in the
winter of 1972-1973 during December, January and February: 55
hours @ 1 ppm; 148 hours @ 2 ppm; 65 hours @ 3 ppm; 45 hours @

4 ppm; 15 hours @ 5 ppm; 3 hours @ 6 ppm. (This is actual field:"'

data.)

ppm No./0cc. Rank cums¥ Gumbelg £f 3

6 3 1-3 .91 .90 .181~.79
5 15 4-18 5.43 5.42 1.09-5,32
4 45 19-63 19.03 18.98 5.62~18,91
3 65 64-128 38.67 38.55 19,.34-38.55
1 55 _ 277-331 100.0 99.70 83.69~99,82

< =331

Example 23a:
Hand calculations using Larsen's Model:

Using Larsen's methodology for non-continucus data
(Reference Page 32, AP-89).
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u

2.48 Max Observed Value = 6 PPM
Ranks 1-3
Median Rank = 2

" Arithmetic Mean

. =100 (r—O.Lf') - 100(1-6)

n 352 = 0.4833
A(2):= 0.4952 2 = 2,59
s o exp 5}-[22-2 1n £1945 }
giii M . .
= exp {2.59~[2;592—2 1n §r10-5¢
- exp‘{2.59uts.72-2(0.884)]°°5]
= exp {2.59~2.22}
= exp §0.37}
Sgq §=-1545 | |
My = o/sh = ©/1.452°59 < 6,5 60 = 5,09 ppu
= ' (from ¢ = Mgsg

Confidence bands about median or geometric mean from prior notes
- (Saltzman Chart)

95% Confidence bands +4% = + ,09 PPM;

99% dpnfidence bands +5% = + ,11 PPM

.. 81 e e

C wo = 2,29 (1.45)3' = 9.45 PPM<= Report only significant

max hr - digits but hold one extra
place during computations

S,g = 1.39 (Table 14, AP-89)

Chaxg = (2-75) (2.48) = 6.82 ppi (Table 14, AP-89)

Bﬁgg‘z from table #11, AP-89
Mg8 f— 6.82/(1:39) o= 2.34 PpM
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Example 24:

Compariﬁgﬁfield-site to APCD -~ Short Duration Sample

Presented here is a method for estimating yearly freguency
distributions of pollutants at a project site or corridor based
upon limited sampling on the site, but where an APCD station is
nearby and a comparison can be made of the observed concentrations
on the project site and the APCD station at the game exact times.
The methodology suggested appears useable for several pollutants
including oxidants and carbon monoxide. It is suggested for use
where no better information is available and time does not permit
extensive sampling.

The basic advantage to this method is the possibility of shortening
the sampling time by pertinent observations. The following steps
are suggested to implement the method: '

1. Sample at the site representative of the project for a month
' or longer, preferably longer. Sampling need not be continuoué
but should be done with some high degree of frequenéy. A high
: percentage of the available hours in any time period should
be sampled to increase reliability.

2. -~ Compare the standard geometric deviation and the arithmetic
"mean of the project site with the nearest APCD for exact
" same period. Use Larsen's Model with non-continuous sampling
" to solve for sg,'mg, and m. Always plot the results of the
sampling as simple superposition may show the relationship
-of the site to the APCD station and further calculation may

 be unnecessary.

3. Compare the site and APCD sg and m and calculate ratios
between the site and the APCD for the observed data sampling
time. Using these ratios and past data of the APCD station
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'eg;‘mé,*and'ﬁ'éaléﬁlafe'the estimated annual frequency

'distribution of the pollutant at the site.

ﬁSed in this method is that the sé
be too great, i. e., similar meteorology exists and seasonal
meteorological variations are small between site and APCD.

The foilowing hourly CO data were obtained at a project location

duringfthe month of December :

One hour o) samples obtained in December @ site #1 and APCD

difference should not

'Statlon.
Site #L APCD
Year Month Year { Month
m ——— - *3,0 .0
s l.7 *L,.6 o5
g 1

*Denotes.available higtorical data.

1. Plot the data (use. MATHISTO computer program) to test for

lognormallty.

2. 'Site #l's annual arithmetic mean, m, and standard geometric

deviation sg, can be estimated as follows:

m= (3.5) (3.0)/4.0 =

Sg =" (1.7)

2.62 ppm
(L.6)/1.5 = 1.81 ppm

This is just straight proportioning.

The assumption




CONCENTRATION, ppm

The maximum expected l-hour CO concentration can be estimated

as follows:

Using equation #11 on Page 10 of AP-89:

m_ = m/exp(0.5 lﬁzsg)

g
= 2.62/exp(0.5 1n%1.81)
= 2,20
Ty
' z
cC =ms s
g g

0
M

max = (2-20) (1.81) 3+81 = 211 pome-annual expected
' one-hour maximum
concentration at
Site #1

Crigwp = 241 ppm

N W poOoo 0O

AN Capcp, max= 15 ppm

I O T T TS N L 11 1.1 1

05 05 5 10 30 50 80 05 995
CUMULATIVE FREQUENCY = ORDINATE VALUE
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;fhiS'meihbddlogy-tékes advantage of the Larsen's Model assumption
that the averaging time arithmetic mean is the same for all
averaging times and that the one-hour arithmetic mean approximates
the 30 percentile for a lognormal distribution. The arithmetitc
mean is a function of land use and this should be accounted for

in any future calculations of emission concentrations (tons/day
analysis),

A graﬁhicalfsolution to a similar pProblem is shown below. Here
the same type of data is shown graphically and the entire results
were done graphically, especially since the field data and APCD
data have such similar sg's.
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This meéhod can be used

-tohaetermine‘when to sample, and to
relaterthé relationships of a given sampling period to the
annuaI time period. This éan be of greatest Importance when
comparing frequency distributions of pollutants to ambient airp
quality standards,

'Based,én obServéd APCD feccrds of historical data (abbut 3 years)
a graph may be preparedﬂsimilar to the drawing below showing the
variability of the standard geometric deviation, Sg, arithmetic
-mean,‘?,.and geometric mean, mg. 1t would typically look like
this fgr primary pollutants such as CO;

+
.
Q

% OF ANNUAL
OR m

Sg

" The resﬁlts'of this study would show which time period has the

closestgstatistical barameters to the annual average or would

. show approximately_how far off the statistical parameters would

be-apprbximately from the annual statistical parameters based
upon 1imited short-term sampling.
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Example 25

Prediction of Worst/Worst Concentration

This is a recommended methodology for calculating the worst/
worst concentratlon of a pollutant in the microscale area next
to the roadway using Larsen's Model. Particular reference is
paid to the estimation of carbon monoxide (CO) in the microscale
region for transportation impact studies on air quality. This method
- especlially lends itself to the calculation of the once-a-year
expected maximum concentratzons for CO for both the 1, 8 and

" 12 hour standard comparlsons. Wbrst/worst conditions are
considered to be defined as when the worst traffic exists with
the worst meteorological conditions to prdduce the highest
concentrations of a given pollutant---CO in this example.

The following steps should be pPerformed for each prediction
year—---present, ETC, ETC+20, 'critical year';_etc:

1. Using the maximum time-distributed traffic and the worst
meteorology calculate the microscale concentrations out
-to the desired maximum distance from the roadway. Note,
to get the worst conditions for CO in the winter time at
a given distance from the roadway stability categories
'D' and 'F' are normally chosen.

a. Test both parallel conditions and cross-wind with
phi = 130 to determine which situation will causge
maximum concentrations normal to highway.

b. Use the minimum wind speed allowable with the

stability class under worst conditions, usually
2 mph.
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5
[}

| CO, ppm (ABOVE BACKGROUND)

' Remember that under weist/worst conditions the
concentrations may apply to both sides of the
hlghway.'

The results of these calculations can be used to plot
"contours" of concentrations by time at a given distance
from the roadway. These concentrations may be "time-
averaged" or integrated (as in using a 'big' bag sampler)
for 8 and 12 hour averages.

results of the calculations would typically look like this:

16— __STAB . WORST STABILITY STAB

14 |- St F"’T,f. OF HOUR g

12 : -

oL / \__ I2-HR. GO STD (S)  / \
7 \__8-HR. cO STD (F) [/ \

8
| / \MIX CELL D=0 /

; |

. D= 50 //

4 D=100 \\\\____

! D=200

2 D=500

5 1T T 1 1 1 1 1 I
| 12 14 16 18 20
= distance from highway TIME
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Another representation of the above is a perspective 3—d1mens;onal
view., The results would typically look like the figure below
which is a representation of the concentrations shown above.

e

CONC. PPM (Above background)

ROADWAY')

1 | :
MC 100 200 300 400 500 DISTANCE(FT)

3. Calculate a running 8-hour (i. €., contiguous 8 hours)
microscale average for each distance of interest from roadway,
i.e., as in the figure=-mixing cell, 50 ft., 100 f£t., 200 £t.,
300 £t., 500 ft., for the maximum 8 continuous hours of the \
worst/worst case, This would usually be 0600-1400, or '
possibly similar hours during the evening peak trafflc hour,
at the most stable conditions with maximum traffic,

There are at least two ways that these 8-hour microscale
averages can bes calculated:
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a. Summing the area under the various distance contours
and then dividing by eight, as in the following:

A ASSUMED DISTRIBUTION BASED
ON WORST/WORST CONDITIONS
CALC. FOR D=50'

CO, ppm

o6 08 10 12 14 ~ TIME

b. Or tabulating a hour-by-hour value sum of the one-hour
: averages and then dividing by eight.

To calculéte the 12 hour CO microscale concentration the
technigues would be the same; eight hour CO calculations

are used here as an example. Also do present, ETC, ETC+20,
and critical year also.

The difference between these contour levels for eight hour
averages and the standard is the allowable ambient before
the Federal (or State) standard is exceeded; i.e., for CO:

b ——
Cg-Fed std ~C g-micro = allowable ambient background
at various distances from the
roadway mixing cell.

Using the above equation and the above example:

9.0 - 5.5 = 3.5 ppm allowable background under the
' worst/worst case before exceeding the
Federal NAAQS 8-hour CO standard.
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. Using an example elsewhere in this set of notes that showed that
the one-hour CO concentration could be represented by:

C, = 2.36 * (1,38)% and the eight hour average,

2.42 * (1.32)%

!
Il

where the maximum annual expected background value wag 6 ppm for
the ,8-hour averaging time would indicate this location would
exceed the 8-~hour Federal standard. In fact, for the given
example as shown the 8~hour CO standard would be exceeded out to
somewhere between 100 and 200 feet at least once a year under
worst/worst conditions. See the following graph.
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= & | 8 HR. STANDARD
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> <
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o ]
-l
2 o —
=
S3 \ EST MAXIMUM
3= BACKGROUND
o =2 .
= ' '
é 0 [ | . | | ]
100 200 300 400 500

DiSTANCE DOWNWIND FROM HIGHWAY LINE SOURCE
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CONCENTRATION, ppm

MAX. HOUR = 3.81

Tt shéuld be emphasized that quality control of monitoring air
guality data is extremely important in using Larsen's Model.

All Districts should adopt a quality assurance program in

field'monitoring and the analysis as recommended by the
Transportation Laboratory.

Exampie 26

Prediéting Future Concentrations Using Tons/Day Analysis

Larsen's Model can be used in predicting future year's ambient
conceﬁtrations in a "roll-back" method. This is done by assuming
that the mean concentration is a function of the total pollutant
burden and that the standard geometric deviation is a function

of thé meteorology and is relatively constant over the years.
Utilizing these assumptions the following could be plotted on
lognormal probability paper.

40 < MESOSCALE POLLUTANT CONCENTRATIONS
30 B | ALTERNATE 'X'

- 1975 — 1995
20 < " 1 HR AVG. TIME
10—
51
4.._.

1995

3 —
2

N B A
S | 512 510 20 40 60 80 95 99 999 99
CUMULATIVE % =2 CONC
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< [ MESOSCALE POLLUTANT BURDEN
2 L ALTERNATE ‘X'
o - 1975 - 1995
[ 1 | ! » |

1975 80 85 90 95
 YEAR

From the following lognoxmal plot of the pollutant data you should,

with the aid of AP-89, be able to garner at least the following
data:
MAXIMUM CONCENTRATION NO. HOURS EXCEEDING
YEAR 1-HOUR 8—HOUR 1-HOUR STD = 35 DpM
i975 42 30 .04% = 4 hours
1980 | 21 15 - -
1985 17 12 .-
1990 26 19 - - -
1995 34 24 ---
This

is all based upon a sg = 1.45 estimated.
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“ﬁkAMPLE{NO. 27: To Predict the Worst Pollutant Day For Urban Areas
{(The highest l-hour CO concentration, both background and microscale)

1. field Data or APCD Data (representative of highway project).

Use Larsen's Model to estimate worst concentration assuming
& log normal distribution.

*2. Use historical meteoroibgical records associated with the
worst surface stability and light winds (U = 2 mph, stability
Class F, g = 12.5° or parallel).

Use tﬁé CATANOVA and Friedman test to possibly eliminate the
number, of areas where separate microscale analyses must be
performed. |

Larsen?s model‘can then be used to expand to the worst 8 hour
averagé as long as the estimates are for an urban area and the
data follows a log normal distribution.

*Theséfmeteorological conditions should be used in the line source
model to predict the highest concentrations above background. The
sum of the two estimates gives the highest value to address to

the worst one hour healthhstandard for Co.
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EXAMPLE NO. 28: To Predict the Worst Pollutant Day for Rural
Areas (l=Hour)

Approaches for Rural Areas:

1l. Use Larsen's Model if it can be shown that the data is log
normally distributed.

2. Use ambient air quality survey data.

3. Use highest reading at an APCD station for the last two years
and use regression techniques to predict corresponding field
values.

Note: Use last two years due to changes in:
l. Emission Controis
2. Traffic Patﬁerns
3. Instrumentation
4., Site Location of APCD

4, Use historical meteorological records and thaen find air
quality data associated with these conditions.

If data is 'lognormally distribufed, the 8 hour concentration can
be determined using Example 22, If not, use the air gquality
sampling data, and a moving average to determine the worst 8
hour period. If the peak value is less than 9 ppm, the highest
8 hour average will not exceed the 8§ hour health standard, for
the periods sampled. USE TONS/DAY ANALYSIS FOR CO TO PREDICT
FUTURE BACKGROUND. Include all alternatives, including the no-
build case. Show the relationship between the alternatives.
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EXAMPLE NO. 29: To Predict the Worst Pollutant Day for Urban
: Areas (Ozone)

Use this method where ozone is considered to be a health hazard
by EPA or ARB,

1. Use Larsen's Model to predict the highest one hour value.

*2, Uée "rollback" technique based upon hydrocarbon emissions
to reduce the predicted value for future years.

3. Include all alternatives, including the no-build case.
 Show the relationship between the alternatives.

*Preséﬁtly'the Transportation Laboratory is converting photochemical
models:to our computer system. When operational, this will replace
the roilback technique. to predict future 03 concentrations.
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EXAMPLE NO. 30 - Critical Urban Areas for NO2
Where NO, is considered to be a health hazard by EPA or ARS,

Larsen's Model should be used to predict both the annual average
and the worst hourly average. *Use Tons/Day analysis to predict

 future values. Include all alternatives, including the no-build
case, ‘

1. Use Larsen's Model to predict the worst annual average and
compare to the Federal health standard.

2. Use Larsen's Model to pPredict the worst hourly averége and
compare to the State standard.

3. Perform this for all alternatives including the no-build
case. Show the relationship between the alternatives.

*Same as previous page. Air quality models will also predict
for'NOZ. '
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EXAMPLE NO. 31: To Predlct a Typical Pollutant bay (for any
' ‘ season of the year)

1. Fleld Data = Plot the median values of the data versus time
of day. See flgure below. Find a day's period of sampling

co P—=—= TS T ————— 8 HR. HEALTH
CONC. [T T~ T —— STD.

TIME OF DAY

wﬁich ig similar to the plot of the mean values. Use
.méteorological conditions associated with the same time
period to predict the microscale contribution. Use Tons/
Day method to reduce for future Years. Add to the field
value to obtain the overall value.

2. APCD Data - This assumes APCD data is representative of
project area. Use the above procedure and consider the

last two years to avoid the problems mentioned in Example
ll.

3. -nUse the method described in the Meteorology Manual {most
probable wind speed, wind direction and stability.
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~ YEARLY CARBON MONOXIDE
DISTRIBUTIONS USING REGRESSION
ANALYSIS
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“htiblent Air Quality Standards Comparison to Estimated
Yearly CO Distributions Using Regression Equations.

This?méthod of comparison assumes that regression equations

for ambient CO as a‘fﬁnctiOn of meteorology-are known for all
time periods of the day for both the high and low CO seasons.
Probabilities for all "typical year" ocecurrences of meteorology
(stability, wind direction and wind speed) are computed from a
minimum of 5 years of meteorology. By use of computer, each
set qf typlcal year meteorological data is input to the proper
regression equation and the dispersion model to estimate,
respectively, the amblent level and the highway contributed
level (at a specific distance from the highway). These levels
are‘added and stored to the nearest whole ppm with the probability
of occurrence being equal to the probability for that 8pecific
set of stability, wind direction and wind speed, When the same
total concentration is computed from a different set of
meteofological condltions the probabilities are summed. The
resultant CO distributlon is an estimatlon of the yearly €O
distribution based on "typlecal-year" meteorological occurrences,
for a specific year and distance downwind. This distribution
has a sample size of less than 8760. A "transformation" to a
samplé size of 8760 through AP-89 is performed and the resultant
1 houf=and 8 hour averaging time distributions are compared to
air gliality standards.

A mOréhdetailed description of the analysils follows:
1. Development of Ambient CO Regression Equations
ﬂsing linear stepwilse regression techniques, ambient

CO prediction eguations are developed for both the
high and low CO seasons. Generally we will recommend
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. 3.

the development of 6 equations per season, each
representative for 2 or 3 hour time periods covering
the entire day, i.e., 0200-0400, 0600-0800, 1000-1200,
1400-1600, 1800-2000, 2200-2400. (The sample size
used for a CO distribution developed from 2 seasons
and these time intervals would be 2,190 or 12/24
hours per day x 2/4 seasons per year x 8760 hours

per year.)} The CO values'measured for each hour are
regressed by the time intervals, with simultaneous
occurrences of the following variables:

Q. wind direction

b. wind speed _

C. Turner's stability class (A through F)

d. inversion base height

e. your choice of any available parameter(s).

npypical-Year" Meteorology

The computer program WNDROS written by M. Farrockhrooz

of the Transportation Laboratory will compute frequency
histograms for l6-sided wind roses and prints tables of
Relative Frequency Distributions with regard to different
stability classes for time periods requested by the user.
Thié program will accept as many years of meteorological
data as the user desires to include.

Data Analysis - Ambient CO

Using the meteorology output from WNDROS in the proper
time-period ambient CO prediction equation a yearly

‘ambient CO distribution (with known frequencies) is

developed by iteration through all typical-year
occurrences of meteorological variables. Inversion base

height is set equal to a constant, such as, the median or
mean., 97



Thé-fbllowing Steps a through e can now be applied to the

estimated co distribution.

=1

Using equation 34 page 32 (AP-89) the standard
geometric deviation is calculated from the observed
maximum concentration and the arithmetic mean

Sg ='exp(z—(zz—ZIn[c/ml)q°5)

The 2z valﬁe for the observed maximum is taken from
a table of frequencies.

The frequency for the observed maximum is calculated
by equation 26 page 31,

£ = 1008 (r-0.4)./n

If the observed maximum occurs more than once the
rank (r) is set equal to the median rank of the

value -
Number of Occurrences Rank Used
" of Observed Maximum in Eguation 26

1

1.5

2

2.5
(n/2+0.5)

o B O N S

For plotting purposes, the concentration is plotted
to the whole ppm. This corresponds to the median of
the actual pollutant interval.
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c. The geometric mean is calculated using equafioﬁ 23
page 30.

z

m_ = ¢/S

g / g

d. The maximum one-~hour concentration is calculated
from equation 21 page 29,

e. The maximum eight-hour concentration is derived
from equatlon 84 page 44.
= d
“max “max hr &
In addition, frequencies for concentrations below the
maximums for 1 and 8 hour averaging times can be
calculated by using equation 21 page 29 to solve for

~ the Z values which can then be used to obtain frequencies.

: 2
C=M 8 or
g g

8
]

Logc/(log'Mg + log Sg)
Future Year Analysis - Ambient CO Levels

The rollback technigues are used to project ambient

CO values to future levels. 'The CO "projection factor"
is applied to the ppm values from the prediction
equations. AP-89 is used on this distribution as in
the previous section (3).
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Year-Anaiysisye Ambient CO + Highway
Contributed CO

'In order to obtaln a yearly ambient plus highway CO
dlstrlbutlon, a method similar to the one used in the
above section is used. The meteorology output from
WNDROS is used in the proper regression equation to
obtain the ambient CO level for each set of meteorological
:parameters. The level is then reduced by the projection
ﬁactor. Then‘the same meteorological parameters are
'input to the California Line Source Dispersion Model

to estimate the’highﬁay CO. at the various distances

from the ‘xoadwady. The ambient CO level is now added to
the highway contributed CO level. The frequency of
offurrence for this total CO level will be equal to the
sum of all meteorology frequencies which lead to the
same estimated total CO level.

' AP-89?is applied to this estimated yearly CO distribution in the
same manner as (3) also. The resultant "transformed" distribution
is used in comparison to standards.

U31ng methodology discussed in this analysis, the yearly
dlstrlbutlons for each averaging time can be estimated for any
year ‘at any location downwind. If the maximum value of a
dlstrlbutlon is above the appropriate standard the number of
times “the standard is expected to be exceeded can be estimated
since frequencies for the entire yearly distribution are known
(on the assumption that a typical-year, meteorological, occurs).

- 100



STATISTICAL DESIGH OF AN
AIR QUALITY SURVEY

101



RelativéﬂVariations'dffﬁb and 0y Vs. Seasons of the Year:

- CONC.

WINTER  SPRING  SUMMER  FALL

Winter Season: Generally the primary pollutants (CO, HC, NO_ )
- are hilghest and O3 lowest,

"Summef Season: Generally the primary pollutants are lowest and
: the sécondary pollutants such as O, are highest.

Obtaiﬂ the seasonal pollutant variation from historical records
from APCD stations. This must be done before designing any air

qualiﬁy survey to determine the‘worst pollutant seasons. Refer
to Figure 3. o
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TYPES OF ATR QUALITY SURVEYS

Purpose: To define the ambient levels for the winter
(Co, HC, Nox) season or summer (03)

Short Term

(t £ 6 months)
1. Random sampling of projects.
2. Sample every other day(s).

3. Statistical design based on daily analysis of data
(applicable for one project only).

4, Generally sample as often as possible for politically or
environmentally sensitive projects,

Long Term

(t » 6 months)
1. Random sampling of projects.
2. Sample every other day(s).

3. Design based on non-parametric statistics and
meteorological conditions,

4, Use of local U.S.W.B. meteorologist for synoptic weather
forecasts for air pollution.

THE MAIN OBJECTIVE OF ANY AIR QUALITY SURVEY IS TO HAVE A WELL
PLANNED PROGRAM OF MONITORING.
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"SAMPLING TECHNIQUES

Procedure for Randomized Block Design
1. Select priority projects.

2. Select (for' each project) sampling locations based on
criteria presented in "Ambient Air Quality Manual®.

3. Number each site consecutively starting with one.

4. Use randomized block design to select the sampling
locations to monitor for a complete day(s) using
either of the following:

a. Throw of dice
b. Random number table
Ca Draw number from hat
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BALANCED RANDOMIZED BLOCK DESIGN FOR CO0 & MINI-VANS

Projects or
Sampling Locations

Days of
Week 1 | 2 |3 |adls | ...a
1 | \
2
3 pBlock I
4
2
B J
1 \
2
3 l?BlOCk II
4
2
ﬁ )

B. Systematic Sampling
1. Sample every other day(s) depending on logestics.
C. Daily Sampling Periods

1. Generally 24 hours is desirable for CO. However a
minimum of 12 hours per day is recommended to cover
the peak AM or PM traffic hours in urban areas.
Special consideration should be given to recreational
traffic, weekend traffic and holiday traffic periods.

If sampling is not randomly distributed throughout the
24-hour day, then conclusions reached using Larsen's
 Model are only applicable for the hours sampled.
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Y.

To éiimiﬂate overtimé}'sémple one day 6 AM to 1 PM

and next day 1 PM to 7 EM. This assures sampling
for the morning, every and off peak hours.




IT.

cofe

LEVELS OF ANALYSIS

It is recommended that all Districts present air gquality
data (cCo, Nox’ HC, 03) using the following computer
programs.,

1. Summary Program = Summarize data on a monthly base for
each hour sampled with minimum and maximum or L.L. and
U.L, values along with median,

- For special studies it may be desireable to summarize
data for a few weeks time or the duration of an episode.

2. MATHISTO - Descriptive statistical program calculating
means, standard deviations, ranges, histograns,
cumulative frequency analysis to determine % of time
that measured concentrations exceed the standard

3. Larsen's Model to predict worst/worst 1 hour and 8
hour CO concentration.

For air guality studies in larger metropolitian regions or
environmentally sensitive areas it is recommended that the
following computer programs be used to (1) reduce'field and
analysis expenditures and (2) add additional crédiability
to the air quality reports:

A. Air Quality Surveys

1. Wilcoxin Te